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Abstract

The exploration of the most probable reaction path is a central task in 

electrocatalysis, often limiting by the computational burdens when evaluating via 

density functional theory with growing reaction network complexity. Various machine 

learning algorithms have been developed to minimize computational costs and have 

made progresses, but most of them have been demonstrated on metals and alloys with 

static, intact surfaces. The dynamic effect of catalyst surface reconstruction, playing an 

essential role in electrocatalysis process, has been commonly overlooked in current 

surrogate models. Here, we introduce a workflow combining graph theory and active 

learning loops to address this long-standing challenge. Our streamlined workflow 

covers most, if not all, of the bond rearrangement types in the electrochemical reactions, 

and the computational costs for DFT are reduced by a pipeline successively performing 

the stability and formation energy prediction of intermediates. We demonstrate its 

efficiency in the context of urea electrosynthesis on a nitrogen-doped graphene with 

substantial dynamic structural reconstructions of the catalytic center. This framework 

can be extended to other complex electrochemical reactions and facilitates the rapid 

estimation of overpotential with minimal reliance on precise quantum chemical 

calculations, paving the way for automated computational analysis of catalytic 

mechanisms under realistic conditions.

Keywords: active learning, graph theory, urea synthesis, density functional theory, 

Page 1 of 24 CCS Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

This article presented here has been accepted for publication in CCS Chemistry and is posted at the

© 2024 Chinese Chemical Society.
request of the author prior to copyediting and composition.



2

nitrogen-doped graphene, reaction network

Introduction 

Electrochemical reactions that involve multiple electron transfers are generally 

characteristic of a vast reaction network that encompasses a considerable number of 

elementary steps1-3. Early studies primarily relied on heuristic rules to explore the most 

probable reaction path from the network, which could lead to a subjective, rather than 

objective, understanding of the underlying reaction mechanisms4. To enable more 

stringent determination of the reaction path, computational analysis via quantum 

chemical methods has experienced a booming development in the past decade as a 

means to deliver valuable details on the mechanisms for complex electrochemical 

reactions (Figure 1a)5-15. However, for reactions that employ catalysts with non-

uniform structures or compositions, the diversity of reaction intermediates and possible 

catalytic active sites will result in a combinatorial explosion that makes conventional 

density functional theory (DFT) calculations of the whole reaction network intractably 

expensive16. This problem has been encountered in recent theoretical studies of 

CO2/CO electroreduction to multicarbon products, and electrosynthesis of amides and 

their derivatives2, 17-30. Even worse, the wide range of adsorption motifs for the relevant 

reaction intermediates (including mono-, bi- and higher-dentate adsorption modes) on 

the catalyst surface will further exacerbate the challenge of computational analysis31-35 

(Figure 1b,c), leaving the comprehensive exploration of the configurational space for 

reaction intermediates nearly a hopeless task. 

Lately, a series of theoretical studies have resorted to surrogate models using 

machine learning (ML) techniques to overcome the above difficulty4, 16, 36-39. One of the 

strategies is to replace DFT with ML force fields in structural optimization calculations, 

which can speed up calculations that take into account diverse chemical environments 

for the complicated adsorbate-catalyst interactions40-42. However, the construction of 

ML force fields often needs immensity DFT training data, and the capacity for 

interatomic potentials to extrapolate beyond their training data remains questionable, 
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particularly for complex systems16. Moving to a higher level of abstraction, another 

popular strategy is to directly predict the adsorption energies of reaction intermediates 

on different catalyst facets using ML models trained on physics-inspired descriptors43-

45. For example, the pioneering work by Nørskov et al has demonstrated the efficiency 

of ML models in providing the estimates of transition-state free energies and 

determining the most likely reaction pathway for syngas conversion on metal surfaces6. 

Despite the success of these previous studies on prototypical catalytic reactions, mostly 

utilizing metal or alloy catalysts with their surfaces remaining intact in the reaction6, 46, 

47, it is noted that the dynamic effect of catalyst surface reconstruction has been nearly 

completely overlooked. The surface dynamics are particularly important when 

investigating electrochemical reactions involving large-size molecules48-50, high-

coverage adsorbates51-53 and reactive surfaces (such as metal oxides and low-

dimensional materials)21, 28, 29, 54, 55. Atoms at the catalyst surfaces can participate in the 

reactions, widely known as Mars-van Krevelen (MvK) mechanism42, 56-60, in addition 

to various possible changes in the adsorbate configurations, such as bond rupture and 

site redistribution (Figure 1c). These conditions make it unfeasible to accurately predict 

the free energy of the adsorption configurations using features extracted from the 

unrelaxed structures, and therefore false identification of reaction pathways would 

naturally be expected from the previous ML models.

Herein, we introduce a workflow combining graph theory and active learning loops 

to address this long-standing challenge and demonstrate its efficiency in the context of 

urea electrosynthesis on a nitrogen-doped carbon material. The complexity of this 

reaction manifests in the dynamic structural reconstruction of the catalytic center, 

wherein the intrinsic surface hydrogen atoms will participate in the electrochemical 

reduction reaction, as justified by our previous experimental study18. Our streamlined 

workflow covers most, if not all, of the bond rearrangement types in the electrochemical 

reactions, and the computational cost for identifying the most probable reaction path 

can be considerably reduced as compared to conventional high-throughput DFT 

calculations. This method can be generalized to other complex electrochemical 
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reactions and will enable the rapid estimate of overpotential using a small fraction of 

accurate quantum chemical calculations, which could pave the way for the realization 

of automatic computational analysis of catalytic mechanisms under realistic conditions.

Figure 1. Complex reaction network in electrocatalysis. (a) Free energy profile for 

the most likely reaction pathway indicated by DFT calculations. (b) A complex reaction 

network encompassing multiple reaction pathways involving hundreds of intermediates. 

(c) Different adsorption configurations and possible bond rearrangements on the 

catalyst surface.

Computational methods

The DFT calculation methods

All the calculations were performed by means of spin-polarized DFT using Vienna 
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ab initio simulation pack (VASP) with projector augmented wave (PAW) method61. A 

plane-wave cutoff energy of 400 eV was adopted and the Perdew–Burke–Ernzerhof 

(PBE) exchange-correlation functional was employed. To complement the deficiencies 

of DFT in dealing with dispersion interactions, DFT–D362 semi-empirical van der 

Waals corrections were included. Supercells consisting of 5 × 5 unit cells of graphene 

were constructed for the nitrogen-doped graphene catalysts. A vacuum space of at least 

20 Å was used to separate the slabs in the z direction. The Brillouin zone was sampled 

by Γ-centered Monkhorst–Pack k-point mesh of 2 × 2 × 1 for free energy calculations. 

To take into account the contribution of solvent effect, we introduce the VASPsol63 

module during the energy calculation. The Gibbs free energy in every elementary step 

was calculated by the computational hydrogen electrode (CHE) model64. More details 

can be found in Supporting information.

The species generation 

The RDKit65, which is an open-source tool for cheminformatics studies based on 

molecular graph, is used for the species generation in the classical mechanism. the 

2*NO and CO2 are considered as the reactants to generate the possible spices involved 

in the classical mechanism. The species involved in the reaction is generated by 

applying defined elementary step types to the reactants which are converted to 

molecular graph. Simultaneously, the new species generated in this process would be 

verified whether they meet the boundary conditions since we focus on the double-ended 

mechanism search. These boundary conditions can ensure reasonable bond principles 

and will guarantee that the species is a precursor of urea. The valid species would be 

recorded and new species would be further generated iteratively until the urea is found. 

For the MvK mechanism, the nitrogen source originates from the substrate, thus 

involving only two carbon-containing species: *COOH and *CO. More details and 

workflow can be found in Supporting information.

The adsorption structure enumeration
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The species should be associated with the catalysis surface to construct the 

geometric adsorption structures, which is a necessary step for the investigation of 

reaction mechanism by DFT. There have various possible adsorption types of 

intermediates on the surface, among which the formation energy may show a large gap. 

we developed an automated algorithm to enumerate the adsorption configurations based 

on graph theory. Firstly, we convert the species recorded in the SMILES representation 

to molecular graphs and enumerate possible interaction modes with the surface in the 

graph with user-defined rules; Subsequently, we identify the active sites of catalysis 

surface that adsorb the species; Finally, the positions of atoms of species that interact 

with the active sites are determined. The positions of left part of the species are 

determined to generate the whole adsorption structures based on the connectivity of 

molecular graphs and geometric rules. This algorithm can automatically enumerate the 

possible adsorption structures and can easily integrate chemical principles to balance 

the enumeration scales and computational costs. After the construction of adsorption 

structures of one species, graph isomorphism algorithm is used to eliminate equivalent 

structures due to the discrimination of the same element atoms. The eight-electron rule 

are also applied to remove the chemical unfavorable structures. For the classical 

mechanism, the total adsorption configuration is 1256 due to the species have many 

possible atoms that can interact with surface. For the MvK mechanism, it requires 

passivation of the carbon atoms near the nitrogen atoms to facilitate the break of the 

carbon-nitrogen bonds. The two nitrogen atoms and nearby five carbon atoms are 

considered to be active sites and each active site will be hydrogenated once. In this 

regard, we construct a set of 478 possible intermediates, and each intermediate has only 

one adsorption configuration. The details are presented in Supporting information.

The construction of reaction network

With all species and adsorption structures generated, the reaction network can be 

easily constructed by the graph isomorphism algorithm. The elementary reaction step 

can be considered as an operation to the graph of the species. Depending on different 
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reaction types, the graph of new species would be a subgraph of the graph of the old 

species, or vice versa. In this approach, all elementary reaction step can be determined, 

and then the construction of reaction network can be easily realized. The details are 

presented in Supporting information.

The machine learning methodology

The machine learning methodology includes two parts: the gradient boosting 

classification to predict the intermediate stability and the ridge regression to predict the 

formation energy of chemical stable intermediate. They both use the sub-graph 

fingerprints as presented in the Supporting Information Figure S9. Generally, the 

adsorbate, N4 moiety and surrounding carbon atoms are used to model the 

microenvironment of the nitrogen-doped graphene surface. Subsequently, the 

microenvironment is decomposed into a number of fragments according to the first-

neighbor atoms of each central atom. Thus, each fragment represents the local 

environment of each atom. The output feature vector contains the number of 

occurrences for each fragment and is used to correlate the stability or formation energy 

of intermediates. Both the gradient boosting classification and the ridge regression 

model are constructed by the sklearn module in python with default parameters. More 

details are presented in Supporting information.

Results and Discussion

Workflow overview. 

The overall architecture of the proposed framework is shown in Figure 2. The 

reaction network connecting the reactant and product are firstly constructed by 

enumerating all the adsorption configurations of each intermediate. Subsequently, 

structural optimizations by DFT are performed for a subset of the intermediates, and 

their stabilities are evaluated by comparing the initial and optimized structures using 

their structure graphs. An ML classification model is then employed to predict the 

stability of other intermediates that have not been included for DFT calculations. Those 

that are classified as unstable will be discarded in the reaction network, while the stable 
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ones will be fed into a ridge regression model to estimate the formation energies. The 

optimal reaction pathway at this stage can be determined according to the predicted 

largest free energy change in each pathway, which corresponds to the limiting potential 

in this path. The one with the lowest limiting potential (when the limiting potential is 

identical, the lowest sum of uphill energy changes in the energy profile will be adopted) 

can be regarded as optimal. The above procedure will be recursively conducted by 

performing DFT calculations for the predicted optimal reaction pathway and 

implementing the corresponding data to the training set of the ML model. After several 

iteration, the most favorable reaction pathway will be obtained, which avoids the need 

of high-throughput DFT calculations for all the intermediates.

Figure 2. The graph-based ML framework to rapidly predict the most likely reaction 

pathway from a complex reaction network.

Generation of reaction network.

The reaction network for urea electrosynthesis using NO3
− and CO2 as the reactants 

involves several hundreds of reaction intermediates, which, when in combination with 

a catalyst that undergoes reconstruction during the reaction, will substantially hinder 
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calculations at the DFT level for identifying the most likely reaction pathway. Nitrogen-

doped carbon (Supporting Information Figure S1) is one of such examples18, showing 

high catalytic performance on C−N coupling, which is a critical step for urea synthesis. 

It has been recently justified that the number of N−H bonds at the active sites is 

switchable during the reaction, which may steer the reaction between NO3
− reduction 

and CO2 reduction towards the formation of urea. The dynamic evolution of the 

catalytic centers cannot be left out of consideration in this system.

To fully elucidate the reaction pathway for this complex catalytic reaction with 

minimal DFT calculations, we employed the graph-based ML framework as described 

above. The first step is to enumerate the intermediate species connecting the reactants 

and the products, and two different kinds of reaction mechanisms are evaluated here 

(Figure 3a). In the classical mechanism, the N atoms at the catalyst surface remain intact 

during reaction, while in the MvK mechanism, the surface N atoms could participate in 

forming urea and be replenished by the NO3
− feedstock in the electrolyte. The MvK 

mechanism on nitrogen-doped carbon catalysts has been experimentally confirmed in 

the ammonia electrosynthesis reaction66. For both mechanisms, all the possible reaction 

intermediates are recursively generated using a molecule-graph-based automated 

enumeration algorithm with RDKit (Supporting Information Figure S2). The graph-

based notation of molecules is conducive to the computer recognition and operation 

due to the simple transformation of graphs into SMILES strings or matrix 

representations. Each elementary step corresponds to an edit of the molecule graph, 

including the addition and subtraction of the nodes, which represent the hydrogenation 

steps, the C−N coupling steps and dihydroxylation steps. The graph edit operations will 

proceed until the urea product is obtained, and the structural information of bond 

changes between reactants and urea product could be captured by this series of edit 

operations. We note that some thresholds have been set to identify the cases where the 

principles of molecular bonding have been violated (details in computational methods).
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Figure 3. Construction of reaction network for urea electrosynthesis on a nitrogen-

doped carbon catalyst. (a) Two reaction mechanisms for urea formation on the catalyst 

surface. (b) The scheme of overall reaction network, the typical elementary steps and 

the example of adsorption configuration enumeration. Green dots represent reaction 

intermediates in classical mechanism, while orange dots represent those in MvK 

mechanism.

For each reaction intermediate, we have enumerated all the possible configurations 

that conform to the geometric rules of organic molecules (details in computational 

methods), such as the rule of a maximum of 4 atoms connected to the N or C atom. The 

obtained reaction network is displayed in Figure 3b, which highlights the different 

intermediates corresponding to the elementary steps of the two reaction mechanisms. 
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Notably, in the MvK mechanism, the CO2 reactant will be transformed into *CO 

adsorbate after two-electron reduction steps, and *CO will then interact with the N 

atoms at the catalytic center to form the N−C−N backbone of urea. Rearrangement of 

surface H atoms is indispensable during this process, which can be directly reproduced 

in our graph-based algorithm. Overall, the reaction network consists of 901 

intermediates and 1734 adsorption configurations, implying a significant computational 

burden if conventional high-throughput DFT calculations are performed for this 

network.

Bond rearrangement of adsorption configurations

The stability of an adsorption configuration is evaluated by whether significant bond 

rearrangement has taken place during its structural optimization in DFT calculations. If 

there is a change in the connectivity of adsorbate or catalyst surface, this configuration 

is defined as unstable. Graph isomorphism algorithm is employed to accomplish this 

task (Supporting Information Figure S10), which is powerful for structure identification 

as demonstrated in the previous studies31, 67-70. The stable and unstable groups of 

intermediates can be assigned from the DFT results, and they are used as the training 

set for a gradient boosting classification model to determine the stability of other 

intermediates, donated as GSP algorithm, that have not been calculated via DFT. 

Subgraph fingerprints are employed for this model, with the local structure of the 

adsorbate and surrounding microenvironments decomposed into a number of fragments 

according to the nearest-neighbor atoms of each central atom (details in Supporting 

Information). 

For all the reaction intermediates, there are three types of bond rearrangements in the 

two reaction mechanisms, as presented in Figure 4. The first one is bond rupture of the 

adsorbate, which occurs in the classical mechanism. Although the constructed initial 

adsorption configurations satisfy the valency rules, it is still probable that delocalized 

electron will be energetically more favorable, leading to the appearance of atoms that 

do not conform to the 8-electron rule. The other two types of bond rearrangements take 
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place in the MvK mechanism. Adsorption of additional H atoms to the catalytic center 

is required for the passivation of dangling bonds due to the participation of the surface 

N atoms in forming urea product. This will lead to frequent occurrence of redistribution 

of these H adsorbates, which could facilitate the breakage of C−N bond at the catalyst 

surface and the formation of C−N bond for the reaction intermediate. The reaction 

intermediate can be regarded as stable if one of the adsorption configurations does not 

undergo any rearrangement upon structural optimization.

Figure 4. The graph-based stability prediction of intermediates (GSP algorithm).

A graph-based gradient boosting classification model is employed for stability 

prediction, involving three types of bond rearrangements in the two reaction 

mechanisms.

From the gradient boosting classification model, we can determine which reaction 

intermediates are highly unstable in the reaction network, and they will be discarded in 

the following procedure. Then, a ridge regression model is employed to estimate the 

formation energies of the stable intermediates, also using the DFT results as the training 
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data set and relying on the same fingerprints as those in the gradient boosting 

classification model. The most likely reaction pathway is determined from the ridge 

regression model, and the second active loop will be initiated by supplementing DFT 

calculations for the intermediates in this path.

Model performance after refinement

There may be multiple reaction pathways that exhibit the same limiting potential, 

i.e., the same value for the maximum uphill free energy change (ΔGmax). This 

necessitates another criterion for the evaluation of optimal reaction pathway. Given that 

a flattened energy landscape is highly preferable from the kinetic perspective, an 

attribute that corresponds to the flatness of the free energy profile in the reaction 

pathway will be an option71, 72. Here, we use the sum of free energy changes for those 

uphill elementary reaction steps ( ΔGi) as the second determinant for the optimal 

reaction pathway (Figure 5a). Different from thermocatalysis, in which the reaction 

steps can proceed in both forward and backward directions, the investigation in 

electrocatalysis will only focus on the forward direction. Therefore, only when the free 

energy change is positive should we take this elementary step into consideration, and a 

smaller  ΔGi will apparently imply a flatter energy landscape that is more kinetically 

feasible for the reaction to take place.

To initiate the active learning loop, we began by performing DFT calculations on all 

species involved in the pathway for the reduction of NO3
− to NH₃, as well as the 

reduction of CO2 to CO. Additionally, we randomly selected 10% of the species from 

the reaction network for further calculations. The two parts of calculations served as 

the initial dataset. In each active learning loop, DFT calculations for the most likely 

reaction pathway predicted in the last loop will be conducted, and the corresponding 

data will be fed into the model for the present loop. Yet, this is not sufficient for a 

significant improvement in model accuracy. Hence, we select an additional group of 

reaction intermediates for DFT calculations, which is according to their connectivity to 

other intermediates in the network. By treating the reaction network as a graph, the 
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nodes represent intermediates and edges represent elementary steps. A higher degree of 

the node indicates that it is connected with a larger number of intermediates, and 

therefore there is a larger opportunity that the optimal path will come across this node. 

By performing a degree analysis to the graph of reaction network (Supporting 

Information Figure S11), we select the corresponding intermediates for DFT 

calculations in the new loop, which, alongside with those from the optimal path in the 

last loop, can add up to a total of around 10% of all the reaction intermediates in the 

network.

Figure 5. Performance of the graph-based model. (a) Definition of the most likely 

reaction pathway. (b) An example of the iteration process for searching the most likely 

reaction pathway of the MvK mechanism as benchmarked by the DFT calculations. 

After four iterations, the most likely reaction pathways can be fully derived. The 

average DFT calculation costs (percentage of reaction intermediates calculated by DFT) 

for the prediction of (c) classical mechanism and (d) MvK Mechanism with and without 
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GSP algorithm. The large error bars primarily stem from the randomness of certain 

prediction results of 100 rounds of testing, and each 10% increase in data also 

contributes to the data dispersion. The 10% increment can be further reduced in 

practical applications.

We take an iteration process shown in Figure 5b as an example, which involves 

intermediates belonging to the MvK mechanism. After four iterations (around 40% of 

all the intermediates are calculated via DFT), the most likely reaction pathway predicted 

by the surrogate model is found identical to that obtained from DFT calculations of the 

entire reaction network (Supporting Information Figure S12). We have performed 

similar tests for 100 times, starting with different sets of intermediates employed in the 

initial loop. The results show that in most circumstances, only around 40% of the entire 

network should be computed at DFT level before the most likely reaction pathway is 

identified (Figure 5c, Figure 5d and Supporting Information Figure S13). In contrast, 

about 90% of the intermediates need to be evaluated via DFT, if we do not apply the 

GSP procedure. According to the energy profiles of reaction pathways for classical and 

MvK mechanisms (Supporting Information Figure S14 and Figure S15), we find that 

the classical mechanism is more preferable (ΔGmax = 0.46 eV) for urea electrosynthesis 

on the nitrogen-doped carbon catalyst.

Our workflow can also be adopted for the identification of multiple thermodynamic 

probable reaction pathways in a complex reaction network. Given that a low limiting 

potential or a relatively flat energy landscape does not always guarantee superior 

kinetics as compared to other routes,73 there is a need to pinpoint multiple probable 

paths that are thermodynamically more favorable than the rest. This entails extracting 

a small sub-network form the entire reaction network that correspond to a few optimal 

pathways.74 Here, we predict the ranking of the top-five favorable reaction pathways 

according to ΔGmax, with  ΔGi as small as possible for each ΔGmax value. The results 

(Supporting Information Figure S16) show that the computational costs are increased 

by less than 5% in the classical mechanism and less than 10% in the MvK one, 

Page 15 of 24 CCS Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

This article presented here has been accepted for publication in CCS Chemistry and is posted at the

© 2024 Chinese Chemical Society.
request of the author prior to copyediting and composition.



16

suggesting that the intermediates involved in top-five favorable reaction pathways have 

almost been examined in the procedure of finding the most likely reaction pathway. 

This also indicates that our workflow is robust and effective for the prediction of sub-

network rather than only the most likely reaction pathway.

Discussion

Complex electrochemical reactions involving multiple electron transfer steps have 

become a focus in recent years, which spurs the research needed to reduce the amount 

of time and labor spent on high-throughput calculations at the DFT level. Previous 

pioneering studies have relied on scaling-relation-based ML models6, which, after 

several years of modifications, have seen an unprecedented success in different 

electrocatalytic reactions. However, an aspect that is often overlooked in previous ML 

models is the dynamics of catalyst surface structure4. This can be ascribed to the 

difficulty to configure DFT calculations for the reconstructed surfaces, given that the 

combination of various adsorption structures and diverse surface structures could lead 

to an enormous number of possible configurations. Here, we manage to establish a 

graph-based ML framework to tackle this challenge, using urea electrosynthesis on a 

nitrogen-doped carbon catalyst as an example. At the core of our methodology lies the 

application of graph edit operations and graph isomorphism matching that can enable 

marked reduction in the computational burden for identifying unstable structures. The 

unstable reaction intermediates mainly stem from the subtle interaction between the 

intermediate and the catalytic center, which may undergo significant bond 

rearrangements such as those displayed in the MvK mechanism, exhibiting strong 

dynamic characteristics. The graph-based algorithm can capture the intrinsic difference 

and relationship between two adsorption configurations, which offers great efficiency 

in our active learning loop for exploration of the most likely reaction pathway.

Our workflow is highly automated and can be transferred to other electrocatalytic 

reactions. While ML models are employed in this workflow, the output pathway and 

the corresponding free energy changes are quantitatively robust, because our 
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framework guarantees that all the elementary steps in the final output pathway have 

been calculated via DFT. Combining with the complexity of the system discussed above, 

these explain why the DFT computational cost can only be reduced to around 40%. 

Unless we consider it unnecessary that the predicted pathway must be within DFT 

accuracy, it is hardly achievable to further reduce the DFT cost in the present workflow. 

Although we believe that the computational cost could be further reduced by simply 

using the output of ML models as the final result, it is worth noting that ML models 

trained for specific catalytic systems are generally customized with regard to specific 

feature extraction methods. This will imply that a significant drop in accuracy will 

probably be seen when it is extended to other catalytic systems, because of the inherent 

heavy reliance on the performance of the ML models. However, our on-the-fly active 

learning workflow can mitigate such reliance, since the iteration will proceed on the 

basis that the optimal pathway has been evaluated at the DFT level.

This scheme can be further improved in the direction of kinetic aspects for the 

catalytic reactions. Activation energy calculations can be integrated into the iteration 

process or be performed on the derived sub-network to obtain pathways that are feasible 

in both kinetics and thermodynamics, and this can be typically achieved by the nudged 

elastic band methods75. However, it will considerably increase the computational 

burden. Although some recent studies have attempted to speed up the calculations via 

the universal Brønsted-Evans-Polyani relationship6 or the ML force fields76, a fully 

automated and time-efficient scheme still remains to be developed, especially for the 

complex catalytic systems as exemplified in this work. For DFT calculations, different 

levels of theory and different parameterizations may yield different results, and 

therefore the ensemble-based approached77 can be used to evaluate the uncertainty in 

the calculation process.

Conclusion

Collectively, we develop a graph-based ML framework that integrates the function 

of reaction network generation, adsorption configuration enumeration, intermediate 
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stability classification, and formation energy prediction to effectively identify the most 

likely reaction pathway in a complex electrocatalytic system with much surface 

dynamics. The stability prediction is essential for the reduction of DFT computational 

costs, as demonstrated by the example of urea electrosynthesis on the nitrogen-doped 

carbon catalyst. The calculation results show that the framework is effective with the 

DFT cost decreased by more than one half. Our proposed workflow enables researchers 

to rapidly discover favorable reaction pathways of complex catalytic process and thus 

can be leveraged to high-throughput DFT-based screening and prediction of various 

kinds of electrocatalysts.

Supporting Information is available and includes Additional DFT computational 

details; the details of the framework; the overall free energy profiles of two mechanism, 

the Github repo of code to generate results.
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